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“To call in the statistician  
after the experiment is done  

may be no more than asking him  
to perform a postmortem examination: 

he may be able to say what the 
experiment died of.” 

Sir Ronald Fisher, Indian Statistical Congress, Sankhya, around 1938



Different types of experiments

[Lazic, 2016]



• The organization of an experiment, to ensure that 
the right type of data, and enough of it, is 
available to answer the questions of interest as 
clearly and efficiently as possible. 

What is experimental design?

http://www.stats.gla.ac.uk/steps/glossary/anova.html#expdes

http://www.stats.gla.ac.uk/steps/glossary/anova.html#expdes


• Effects can be estimated unambiguously and without bias. 

• Estimates are precise. 

• Protected from possible one-off events that might 
compromise the results. 

• Easy to conduct. 

• Easy to analyse and interpret. 

• Maximum information obtained for fixed time, resources, 
and samples. 

• Applicability of the findings to a wide variety of subjects, 
conditions, and situations.

What characterizes well-designed experiments?

[Lazic, 2016]



What affects the outcome of an experiment?

[Lazic, 2016]



What is bad experimental design?Bad experimental design - examples
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• Process all samples at the same time/in one batch 
(not always feasible) 

• Minimize confounding as much as possible through 

• blocking 
• randomization 

• The batch effect will still be there, but with an 
appropriate design we can account for it

What would be a better experimental design?
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• In statistical modeling, batch effects can be included 
as covariates (additional predictors) in the model. 

• For exploratory analysis, we often attempt to 
“eliminate” or “adjust for” such unwanted variation in 
advance, by subtracting the estimated effect from 
each variable. 

• Even partial confounding between batch and signal 
of interest can lead to bias.

Accounting for batch effects

Nygaard et al., Biostatistics 2016



• “Eliminate” the impact of the (known) batch 
variable on the observed values 

• Can provide information about variables of interest, 
whose effect should be retained in the data 

• Works best if batch and variable of interest are not 
confounded

ComBat

Johnson et al., Biostatistics 2007



• Public, processed RNA-seq data from 3 tissues, 4 
studies show strong association with study

Accounting for batch effects in practice

Danielsson et al., Briefings in Bioinformatics 2015

color = tissue; symbol = study (batch)



• Accounting for the batch effect brings out signal of 
interest.

Accounting for batch effects in practice

color = tissue; symbol = study (batch)

Danielsson et al., Briefings in Bioinformatics 2015



• 5-subtype breast cancer microarray data 
processed in six batches.

Accounting for batch effects in practice

Larsen et al., BioMed Research International 2014
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• Manifests as systematic “unwanted variation” in data 

• Identify using e.g. 

• control genes (“housekeeping” genes, spike-ins) 

• residuals after eliminating known signal 

• Include estimated unwanted variation as covariate(s) in the 
statistical model 

• RUV, sva packages commonly used in genomics

What if the batch variable is unknown?

Leek & Storey (2007); Gagnon-Bartsch & Speed (2012); Leek (2014); Risso et al (2014)



Impact of batch effect on p-value histogram

[adapted and extended from Lazic, 2016]
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• Batch effect adjustment goes beyond the “global” 
between-sample normalization methods.

Batch effect adjustment vs normalization

Leek et al., Nature Reviews Genetics 2010
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• Replicates are necessary to estimate within-
condition variability. 

• Variability estimates are, in turn, vital for statistical 
testing.

Other design issues: replication
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• Biological units (BU) - entities we want to make 
inferences about (e.g., animal, person) 

• Experimental units (EU) - smallest entities that can 
be independently assigned to a treatment (e.g., 
animal, litter, cage, well) 

• Observational units (OU) - entities at which 
measurements are made

Different types of units

[Lazic, 2016]



• “Artificial inflation of the sample size, that usually 
occurs when the biological unit of interest differs 
from the experimental unit or observational unit.” 

• Only replication of experimental units is true 
replication

Pseudoreplication

[Lazic, 2016]



• As always, it depends…  

• on what we want to do (differential gene 
expression, variant detection, GWAS, …) 

• on the variability between samples (cell lines, 
inbred animals, patients, …) 

• on the magnitude of the expected effect

Other design issues: sample size



False discovery rate, 2 replicates/conditionFDR, 2 replicates/condition



False discovery rate, 5 replicates/conditionFDR, 5 replicates/condition



False discovery rate, 10 replicates/conditionFDR, 10 replicates/condition



Similarity between sets of differentially expressed genes, 2 replicates/conditionSimilarity between sets of DEGs, 2 replicates/condition



Similarity between sets of differentially expressed genes, 5 replicates/conditionSimilarity between sets of DEGs, 5 replicates/condition



Similarity between sets of differentially expressed genes, 10 replicates/conditionSimilarity between sets of DEGs, 10 replicates/condition
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